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Abstract
Recent research has shown that integrating clarifying ques-
tions and answers into ranking models offers the potential
to better understand users’ information needs and improve
document ranking. However, previous approaches only used
naive ranking models (i.e. QL and BM25) so far and neural
rankers remain unexplored. At the same time, neural ranking
models dominate leaderboards for single-shot query tasks
and bring interesting features that should also be advanta-
geous in a conversational setup. In this work we explore
how neural rankers can be extended to effectively repre-
sent clarifying question and answer in addition to the initial
user query. To this end, we first try to extend conventional
neural ranking models ConvKNRM and PACRR by naively
aggregating FastText word embeddings. We then investigate
whether contextualized word embeddings given by BERT are
able to incorporate clarifying questions and answers more
effectively and outperform these baselines. Lastly, we ana-
lyze how our models perform on different answer polarities
(affirmation, negation, I don’t know and other).
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1 Introduction
When searching the Web, users usually iterate through for-
mulating single-shot queries and evaluating the results, until
the desired outcome is found. In this scenario, users are on
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their own to formulating queries that best meet their infor-
mation needs. This lead to a lengthy and redundant search
process due to the ambiguous and multifaceted nature of
queries.
In recent years, Search Engine Results Pages (SERPs) re-

ceived more interactive features and voice-based assistants
such as Amazon Alexa and Google Assistant gained pop-
ularity in search related tasks. Both hold the potential of
rendering the users search experience to be more interactive
and intuitive.
One way to achieve this is to let the system proactively

interact with the users by asking clarifying questions about
the previous query. In this way, the system can guide users
through their search by gradually gathering more informa-
tion about their information needs. This turns the single-
initiative search into amixed-initiative conversational search.
When it comes to retrieving documents, the ability for

the system to respond with a clarifying question and in-
clude the user’s response in the search can improve the
ranking of documents [9]. Using this feedback can however
be challenging due to the noisy nature of natural language in
mixed-initiative conversations. Also, clarifying questions are
non-trivial to generate or retrieve [1, 22]. Moreover, ques-
tions that only include partially relevant information are
likely to receive negative user feedback or user feedback
that provides no additional information [9]. Recently, with
the release of the Qulac data set, Aliannejadi et. al. [1] in-
troduced an offline evaluation framework for this task, by
augmenting each query with a matching clarifying question
and answer. This eliminates the aspect of free clarification
question generation which vastly reduces the complexity of
the task.
In the last years, deep neural networks have seen sig-

nificant adoption in a wide range of NLP and IR related
tasks. Neural ranking models like DRMM [5], ConvKNRM
[3], and PACRR [7] showed some success capturing relevance
features and integrating context. Currently, information re-
trieval leaderboards are dominated by ranking models us-
ing transformer-based contextualized word embeddings like
ELMo [17] or BERT [4]. BERT’s architecture enables a more
meaningful representation of the relevance between query
and document as it is context-aware and can establish higher
level relationships through its multi-level attention mecha-
nisms. Despite these developments, the problem of utilizing
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clarifying questions and answers for mixed-initiative con-
versational search is far less explored. Neural models with
their capabilities should find more elaborated representa-
tions of query, question and answer and thus have a positive
impact on ranking performance. In particular, BERT’s ability
to model context should permit to handle complex semantics
like negation better than conventional neural models.

In this paper, we investigate how clarifying question and
answer can improve the performance of neural rankingmeth-
ods using the Qulac dataset. We focus on finding effective
representations of initial query, question and answer so that
neural rankers can make best use of this additional informa-
tion. We explore the benefits of contextual word representa-
tions like BERT, and compare it to conventional embeddings
such as Word2Vec [14], Glove [16] and FastText [12], which
are used by more conventional neural ranking methods such
as ConvKNRM [3] and PACRR [7]. To this end, we compare
different neural ranking methods, both with and without
clarifying question and answer. Overall we aim to answer
the following research questions:

• Does integrating clarifying question and answer aid
ranking performance of neural rankers ConvKNRM
and PACRR?

• Do we see performance differences across the answer
polarities Yes, No, "I don’t know" (Idk) and Other?

• What is an effective joint representation for initial
query, clarifying question and answer for document
ranking?

• Can transformer-based contextual language represen-
tations like BERT improve ranking performance over
conventional neural rankers like ConvKNRMand PACRR?

• Does an aggregation function operating on BERT’s
[CLS] embeddings improve over a token level aggre-
gation?

2 Related Work
Neural document ranking. In document ranking, the goal
is to find a function that maps query-document pairs to a
relevance score, which can be used to put documents into
a specific order. While most NLP tasks require capturing
the semantic properties of text, the challenge in document
ranking is that relevance is the primary interest. In recent
years, neural ranking approaches have been introduced to
better capture relevance features to create more meaningful
rankings for the user.
So called interaction based models try to achieve this by

formulating query-document pairs as translation matrices
that can be transformed to relevance scores. For extracting
relevance scores from these matrices Guo et. al. introduce
DRMM [5] that is based on a histogram pooling technique.
Xiong et. al. present with KNRM [21] a similar approach,
where a matching histogram is approximated with a ker-
nel pooling method enabling end-to-end learning. However,

these approaches are based on matching individual words
and do not incorporate context. Dai et. al. [3] aim to miti-
gate this problem by matching n-grams instead of individual
words using CNNs to combine adjacent word embeddings
into an n-gram representation. PACRR [7] expands on this
motivation and creates position-aware features by using
recurrent layers to capture interactions between n-grams.
Despite improvements, context is still not captured natively,
as it is the case with the recently introduced transformer-
based contextual language representations like ELMo [17] or
BERT [4]. Here, identical words may have different embed-
dings depending on their context e.g. firm (company) vs. a
firm handshake. To address this MacAvaney et. al. introduce
CEDR [10] that integrates context sensitive BERT embed-
dings in non-context aware methods like the previously dis-
cussed DRMM and KNRM using BERTs [CLS] token. While
CEDR is rather an extension for existing methods, Nogueira
& Cho [15] re-purposed BERT for query-based passage re-
ranking achieving state of the art performance on the on the
MS MARCO passage re-ranking task.

Document retrievalwithmulti-query search.The pri-
mary limitation of single-shot queries for document retrieval
is that the user’s information need is limited by how well
he can express it through a single query. Due to this limita-
tion, researchers have introduced methods that incorporate
more information into a search to provide better results for
the user. These methods take into account previous queries
and/or other context [2, 11]. This can in some sense be consid-
ered the first steps for the developing field of conversational
search since the system is able to provide better search results
by allowing the user to interact with the system. This allows
the system to achieve a better understanding of the user’s
information need over time, which is based on information
that the system acquires beyond a single-shot query.

Mixed-initiative document retrieval with clarifying
questions. Real conversations are however more complex
and include mixed initiative [20] which can include asser-
tions, commands, questions and prompts. Theoretical frame-
works have been introduced for conversational search, for ex-
ample in [18], researchers studied conversational approaches
to information retrieval, presenting a theory and model of
information interaction in a chat setting. This framework
would utilize multi-turn interaction with a user to narrow
down their specific information need. In [1], researchers in-
troduced a framework consisting of three components: ques-
tion retrieval, question selection, and document retrieval.
For our work, we will be focusing primarily on the docu-
ment retrieval component to provide the best possible results
given the results that would be acquired from the previous
two components along with the original query. Other in-
dependently implemented question retrieval and question
selection components can then be used together with our
document retrieval component.
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In [9], researchers sought out to enable mixed-initiative by
giving a system the ability to ask clarifying questions to the
user, the answer and the clarifying question would then be
used along with the initial query to provide a document rank-
ing. The paper provided insights on the task of document
ranking with clarification-based conversations by introduc-
ing a heuristic ranking model. This ranker was however very
simple and the researchers proposed that deep neural models
may be able to provide improved performance.

3 Neural Rankers for Conversational
Search

In this section we describe our approaches for document
ranking using initial query 𝑄0, clarifying question 𝑄 and
answer𝐴. First, we discuss the challenges of finding a reason-
able aggregation method for 𝑄0, 𝑄 and 𝐴. We then describe
how we adapt the conventional neural rankers ConvKNRM
and PACRR to the conversational setting. Afterwards, we dis-
cuss two different approaches for extending BERT to model
𝑄0, 𝑄 and 𝐴. Next to a bottom-up approach where we ag-
gregate 𝑄0, 𝑄 and 𝐴 on a token level, we introduce a novel
higher-level aggregation procedure on the BERT [CLS] em-
beddings using 1D convolutions.

3.1 Finding a joint representation of 𝑄0, 𝑄 and 𝐴

The task of finding a meaningful representation for the initial
query 𝑄0, question 𝑄 and answer 𝐴 has not been explored
much. The challenge is to incorporate the additional infor-
mation provided by 𝑄 and 𝐴 into a ranking model such
that ranking performance is improved. The neural rankers
ConvKNRM and PACRR use FastText word embeddings as
input, which causes us to create such representations for𝑄0,
𝑄 and 𝐴. Naive aggregations such as averaging and linear
combinations are likely to lose valuable information as the
embeddings of 𝑄0, 𝑄 and 𝐴 are reduced to a point estimate.
However, Krasakis et. al. [9] made the observation that the
initial query 𝑄0 (i.e. topic) is more important for ranking
than𝑄 and𝐴 and thus should be given a higher weight. This
can be modelled by a linear combination to make the point
estimate more expressive. The use of BERT promises to pro-
vide a more elaborate joint representation of 𝑄0, 𝑄 and 𝐴.
However, it is non-trivial to adapt the BERT architecture to
enforce a meaningful aggregation. Therefore, with simple
aggregations like concatenation of 𝑄0, 𝑄 and 𝐴, we rely on
BERT to find a meaningful representation by itself. This is
most likely suboptimal, since it does not allow us to include
our qualitative knowledge in the aggregation process.

3.2 Conventional Neural Models
With the conventional neural rankers ConvKNRMand PACRR
we investigate which performance can be achieved when
aggregating 𝑄0, 𝑄 and 𝐴 in a rather naive manner. Con-
vKNRM [3] (Convolutional Kernel-based Neural Ranking

Model) models n-gram soft matches for ad-hoc search. A
standard ConvKNRM takes a query 𝑄0 and document 𝐷 as
inputs, both of which are embedded using FastText, which
has been showed to provide improved word embeddings by
utilizing subword information more effectively than previ-
ous methods. Convolutional layers create n-gram represen-
tations of these inputs to incorporate context. The results are
then passed through a cross-match layer where document
and query n-grams are matched. Afterwards, kernel pool-
ing is applied and passed through a learning to rank layer .
PACRR [7] (Position-Aware Convolutional Recurrent Rele-
vance) consists of two main components: a relevance match-
ing component that converts each query-document pair into
a similarity matrix, and an architecture combining convo-
lutional and recurrent modules that create position-aware
features to capture interactions between input sequences.
PACRR is similar to ConvKNRM as they are both interaction
based models and focus on incorporating context.
These rankers should serve as a frame of reference to

the more complex BERT-based approaches. To find a sim-
ple representation 𝐸𝑞𝑞𝑎 for 𝑄0, 𝑄 and 𝐴, we perform naive
aggregations of their input word embeddings. We employ
a mean aggregation where the word embeddings for 𝑄0, 𝑄
and 𝐴 are summed together and averaged. We will also in-
troduce weighted aggregation, where we compute a linear
combination of word embeddings:

𝐸𝑞𝑞𝑎 = _1𝑄0 + _2𝑄 + _3𝐴, (1)

where _1 + _2 + _3 = 1. Note that the mean aggregation is
just a special case of the weighted aggregation. We then use
the new embedding 𝐸𝑞𝑞𝑎 as the input for ConvKNRM and
PACRR.

3.3 BERT Based Neural Rankers
Contextual language representations like BERT capture the
context of each word. Bert uses transformers, an attention
mechanism that learns contextual relations between words
in a text. It is comprised of an encoder and a decoder layer
where the encoder reads text input and the decoder produces
a prediction for a task. The encoder reads an entire sequence
of words at once which allows the model to learn the context
of a word based on its surrounding words. While Word2Vec,
FastText and Glove will encode identical words with identi-
cal embeddings, BERT generates word embeddings based on
each word’s context. This means that BERT can encode the
same word with different embeddings as long as the context
where the word is used is different. Using the same example
as in section 2, the word "firm" is represented differently
when the context relates to a company compared to when
it refers to something being solid or rigid. This motivates
using BERT for our conversational search setup as we as-
sume BERT to better capture affirmation, negation or other
contextual subtleties, than conventional word embeddings.
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A general problemwith using BERT for document ranking
is that it’s pre-trained on a semantic matching task. However,
previous research has shown that in order to perform well
in document ranking, the model must learn features that
are appropriate for relevance matching [5]. To learn these
features, BERT needs to be fine-tuned on a document ranking
task. To achieve this we use the approach used byMacAvaney
et. al. [10] which use BERT’s [CLS] embeddings as input for a
ranking function. This way the gradients from the relevance
prediction backpropagate through BERT, fine-tuning the
produced word embeddings.

To transform this approach to our conversational setting,
we propose two approaches. First, we aggregate𝑄0,𝑄 and𝐴
on token level by performing concatination with the [SEP]
token in between.

𝑇𝑞𝑞𝑎 = 𝑇𝑄0
× [SEP] ×𝑇𝑄 × [SEP] ×𝑇𝐴 (2)

where 𝑇𝑄0
, 𝑇𝑄 and 𝑇𝐴 are the tokens of 𝑄0, 𝑄 and 𝐴 and ×

stands for concatenation. We can now use𝑇𝑞𝑞𝑎 like previous
BERT based ranking approaches use𝑇𝑄0

. This means we first
combine 𝑇𝑞𝑞𝑎 with the document tokens 𝑇𝑑𝑜𝑐 ,

𝑇𝑞𝑞𝑎,𝑑𝑜𝑐 = 𝑇𝑞𝑞𝑎 × [SEP] ×𝑇𝑑𝑜𝑐 (3)

and use 𝑇𝑞𝑞𝑎,𝑑𝑜𝑐 as the input for BERT. Note that due to
BERT’s limited input size of 512 tokens, most documents are
too long to be processed as a whole. This is circumvented
by splitting the documents, separately applying the forward
pass on the splits and finally averaging the resulting [CLS]
embeddings. The final output [CLS] embedding is then pro-
cessed by a single linear layer predicting relevance scores
𝑦𝑟𝑒𝑙 . With aggrigation for𝑄0,𝑄 and𝐴 on a token level, BERT
learns an implicit joint representation in a bottom up man-
ner, steered by the relevance gradients. In this approach we
introduce as little human bias as possible and let BERT find
the optimal representation of 𝑄0, 𝑄 and 𝐴 by itself.
In contrast to this, we explore if it’s beneficial to model

and learn a more explicit aggregation using higher level fea-
tures. To achieve this, we separately embed𝑄0,𝑄 , 𝐴 and the
document 𝐷 using BERT and then find a joint representation
using 1D convolutions. Separately encoding 𝑄0, 𝑄 , 𝐴 and
𝐷 provides us with 𝑄0,𝑐𝑙𝑠 , 𝑄𝑐𝑙𝑠 , 𝐴𝑐𝑙𝑠 and 𝐷𝑐𝑙𝑠 which are the
respective BERT [CLS] embeddings. To find a joint repre-
sentation for 𝑄0, 𝑄 and 𝐴 we concatenate 𝑄0,𝑐𝑙𝑠 , 𝑄𝑐𝑙𝑠 , 𝐴𝑐𝑙𝑠

and process it with a function 𝑓𝑞𝑞𝑎 that consists of three 3𝑥1
1D convolutions

𝐸𝑞𝑞𝑎 = 𝑓𝑞𝑞𝑎
(
𝑄0,𝑐𝑙𝑠 ×𝑄𝑐𝑙𝑠 ×𝐴𝑐𝑙𝑠

)
(4)

The resulting joint representation 𝐸𝑞𝑞𝑎 has the same spa-
tial dimensions as one of 𝑄0,𝑐𝑙𝑠 , 𝑄𝑐𝑙𝑠 and 𝐴𝑐𝑙𝑠 due to spatial
downsampling in 𝑓𝑞𝑞𝑎 , but has an increased depth. With
this we aim to create a more expressive representation that
better captures relevance features. Simultaneously, 𝐷𝑐𝑙𝑠 is
processed by 𝑓𝑑𝑜𝑐 to create a document embedding 𝐸𝑑𝑜𝑐 that

matches the dimensions of 𝐸𝑞𝑞𝑎 .
𝐸𝑑𝑜𝑐 = 𝑓𝑑𝑜𝑐 (𝐷𝑐𝑙𝑠 ) (5)

𝑓𝑑𝑜𝑐 consists of two 3𝑥1 1-dimensional convolutions that
preserve the spatial dimensions of 𝐷𝑐𝑙𝑠 . Afterwards, we con-
catenate 𝐸𝑞𝑞𝑎 and 𝐸𝑑𝑜𝑐 and use a function 𝑓𝑟𝑎𝑛𝑘𝑒𝑟 to predict
the relevance of 𝑄0, 𝑄 , 𝐴 and document 𝐷 .

𝑦𝑟𝑒𝑙 = 𝑓𝑟𝑎𝑛𝑘𝑒𝑟
(
𝐸𝑞𝑞𝑎 × 𝐸𝑑𝑜𝑐

)
(6)

𝑓𝑟𝑎𝑛𝑘𝑒𝑟 consists of two 3𝑥1 1-dimensional convolutions and
one linear layer. The two convolutional layers find an rep-
resentation for 𝐸𝑞𝑞𝑎 and document 𝐸𝑑𝑜𝑐 . The linear layer
uses this to predict a relevance score 𝑦𝑟𝑒𝑙 . Here relevance
gradients train the functions 𝑓𝑞𝑞𝑎 , 𝑓𝑑𝑜𝑐 and 𝑓𝑟𝑎𝑛𝑘𝑒𝑟 but also
backpropagate through the [CLS] embeddings to fine-tune
BERT. This procedure explores whether it is beneficial to
apply an aggregation learned from relevance information to
higher level BERT embeddings compared to the lower level
aggregation described above.

4 Experiments
In this section, we first describe the Qulac dataset that we
use to incorporate clarifying question 𝑄 and answer 𝐴 into
our models. Afterwards, we introduce our baselines which
we compare against our models as well as covering our ex-
perimental setup. We then quantitatively assess all our intro-
duced models and analyse performance differences across
different answer polarities. Finally, we critically compare
the performance of our neural models with our naive BM25
baseline.

4.1 Dataset
We use the Qulac dataset to train and evaluate our models.
Qulac is built on top of the TREC Web Track 09-12 collec-
tions and has been extended to include clarifying questions
𝑄 and answers 𝐴 next to the original query 𝑄0 (i.e. topic).
This addition enables the modelling of a mixed-initiative
conversational setup.
For our experiments we only use a small subset of the

documents in the TREC Web Track 09-12 collections. This
subset contains 198 topics with 10𝑘 documents per topic.
Due memory issues we rank these 10𝑘 documents using a
simple query likelihood and only use the top 1𝑘 document
for our ranking task. With this we effectively perform a
document pre-ranking before our actual ranking task.

For our training we split up the dataset into a training and
validation set. For testing, as with the setup in [9], we create
a test split which we divide into four answer polarities:

• Yes - affirmation
• No - negation
• Idk - I don’t know
• Other - other polarities

The answers of positive polarity (i.e. yes), these answers
confirm either completely or to a certain extent that the
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Figure 1. High level architecture for the 1D-convolution approach for intergrating clarifying question and answer into BERT.

information asked for in the clarifying question is actually
close to the user’s information needs. Answers of negative
polarity (i.e. no) express fully or to a degree that the infor-
mation that is being asked about in the clarifying question
does not fit the user’s information need. Answers in the idk
polarity include "I don’t know", where the user expresses
either uncertainty that the information that is being asked
about in the clarifying question fits the user’s information
need, or that the information being asked about in the clari-
fying question is too personal. The remaining answers are
put in Other and do not fit the previous three polarities.

4.2 Baselines
To check if incorporating clarifying question 𝑄 and answer
𝐴 leads to an improvement, we train baseline versions for
all our models (i.e. ConvKNRM, PACRR and BERT). These
baselines will only take the initial query 𝑄0 as input and
do not consider clarifying question 𝑄 and answer 𝐴. For
our BERT baseline, we concatenate initial query 𝑄0 and
document 𝐷 at token level using the separator token [SEP]

𝑇𝑄0,𝑑𝑜𝑐 = 𝑇𝑄0
× [SEP] ×𝑇𝑑𝑜𝑐 (7)

Further, as a naive baseline we employ BM25.

4.3 Experimental Setup
Task. We perform a re-ranking task, where BM25 provides
us with an initial top-𝑘 ranking and the neural ranking mod-
els performs document re-ranking. During training, valida-
tion and testing we set 𝑘 to 100, 20 and 50, respectively.

Metrics. During training we use nDCG@20 as our val-
idation metric. We employ early stopping and terminate
training if no improvement is achieved after 20 consecutive
epochs. For testing we use nDCG@1 and nDCG@20.

Training Details. All of our models use are trained using
the Adam optimizer [8] with a learning rate of 0.001. During
training the batch size is set to 16 and one epoch holds 32
batches. ConvKNRM and PACRR have a testing batch size

of 64, BERT has a testing batch size of 1. We use a maximal
query length of 30 and document length of 475. For training
we use a conventional cross-entropy loss. Negative sampling
is used with a positive/negative ratio of 1 : 1. To create
vector representations for ConvKNRM and PACRR, we use
FastText [13] (i.e. wiki-news-300d-1M - One million word
vectors trained on Wikipedia 2017, UMBC webbase corpus
[6]). For the BERT encoder we use a learning rate of 2 · 10−5.

4.4 Performance of Neural Rankers in
Conversational Search

In this section we analyse and discuss the results achieved by
our neural ranking models. In table 1 we see all nDCG@20
results on the full test set and across different answer polar-
ities. In table 2 the nDCG@1 results of the full test set are
presented. To determine whether performance differences
are significant, we perform t-tests between interesting model
pairs. We do not calculate significance tests if the differences
are very clear or if the test would not provide interesting
insights. The significance tests are presented in table 3.

ConvKNRM. Looking at the results for ConvKNRM we
see that both mean aggregation and weighted aggregation
achieve improvements over the baseline. The improvements
of the model with mean aggregation are rather small and in
table 3 we see that the difference are not significant. However,
the model using weighted aggregation shows large improve-
ments over its baseline which are statistically significant. Of
all models, ConvKNRM achieved the strongest relative im-
provements compared to its baseline. Another considerable
improvement can be seen when looking at the nDCG@1 per-
formance in table 2, where both the mean aggregation and
weighted aggregation show a clear increase. table 3 shows
that both improvements are significant. Given the current
frame of reference of the 𝑄0 baseline, these results suggest
that ConvKNRM can benefit from including 𝑄 and 𝐴 when
weighted aggregation is used.
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Answer Polarity
Models aggr. all yes no idk other
BM25 𝑄0 0.444 0.428 0.457 0.385 0.429

ConvKNRM
𝑄0 0.233 0.235 0.231 0.208 0.243
` 0.245 0.231 0.241 0.236 0.275
𝑤 0.296 0.282 0.308 0.214 0.283

PACRR 𝑄0 0.286 0.272 0.290 0.308 0.286
` 0.294 0.264 0.305 0.279 0.295
𝑤 0.275 0.252 0.281 0.262 0.277

BERT
𝑄0 0.412 0.377 0.441 0.262 0.374

Bottom-up 0.425 0.389 0.449 0.291 0.406
1D-conv 0.272 0.249 0.279 0.224 0.280

Table 1. Experimental results for all tested models, table shows nDCG@20 results for all of the test sets.

Models 𝑄0 𝑄0 +𝑄 +𝐴

BM25 0.267 -

ConvKNRM 0.047 ` : 0.129
𝑤 : 0.148

PACRR 0.1407 ` : 0.133
𝑤 : 0.142

BERT: Bottom-up 0.232 0.283
BERT aggr. cls - 0.108

Table 2. nDCG@1 performance of all rankers, 𝑄0 column
highlights performance where the ranker was excusively
trained on the original query while 𝑄0 +𝑄 +𝐴 shows per-
formance after incorporating question and answer.

PACRR. In contrast to ConvKNRM, with PACRRwe don’t
see considerable improvements over the baseline for both ag-
gregations. Although PACRR with mean aggregation shows
slight improvements, the differences are not significant (see
table 3). weighted aggregation is even slightly worse than
the baseline. For this reason, we cannot see a coherent trend
in the performance of the aggregation methods. It is fur-
ther interesting to observe that the baseline of PACRR is
considerable higher than ConvKNRM. When looking at the
nDCG@1 performance in table 2, we again see no consid-
erable improvements over the baseline. From this we can
conclude that for PACRR including 𝑄 and 𝐴 with naive ag-
gregations does not lead to better document rankings.

BERT: Bottom-up. The BERT model with bottom-up ag-
gregation outperforms both ConvKNRM and PACRR by a
large margin. Since the differences are clear, we omit sig-
nificance tests to avoid cluttering table 3. While showing
strong improvements over ConvKNRM and PACRR, we see
only marginal improvements over its 𝑄0 baseline. In the ta-
ble 3 we see that these differences do not reach statistical
significance. Table 2 shows how the nDCG@1 score gains
noticeable improvements over its 𝑄0 baseline. In contrast
to the nDCG@20 scores, these differences reach statistical

significance. Further, we also see strong improvements over
ConvCNRM and PACRR with nDCG@1. These results sug-
gest that despite performing better than conventional neu-
ral ranking models, BERT does likely not achieve to find a
meaningful representation of 𝑄0, 𝑄 and 𝐴 by itself that lead
to stable ranking improvements. However, considering the
nDCG@1 improvements we see that the top document in
the ranking is more likely to be relevant.

1D Convolution BERT. BERT with 1D convolutions on
the BERT [CLS] embeddingsmassively drops in performance
compared to the bottom-up aggregation approach. As a con-
sequence it also performs considerably worse than its 𝑄0

baseline. It further performs slightly worse than the conven-
tional neural models ConvKNRM and PACRR. The results
clearly show that 1D-convolutions are not able to capture
and aggregate the rich BERT [CLS] embeddings. Since the
approach not only fails to utilize the additional information
from𝑄 and𝐴, but also causes a significant performance drop,
it is most likely that the 1D convolutions discard much of
the information in the [CLS] embeddings.

4.5 Analyzing the Effects of Answer Polarity
In the followingwe assess how the performance of our neural
ranking approaches vary across different answer polarities.
In table 1 we see nDCG@20 scores of all answer polarities in
full detail. Figure 2 gives a more higher level overview only
comparing the best approach of each model.

"I don’t know" (idk) test results indicate that answers
containing "I don’t know" are the most difficult answers to
provide accurate ranking for. This can be partially attributed
to methodologies that were applied during data collection.
Here the individuals were instructed to reply to personal or
irrelevant questions with "I don’t know". This causes the idk
test set to include questions and answers that provided no
additional information useful for the ranking.

As shown in figure 2 ConvKNRM with weighted aggrega-
tion and BERT with bottom-up aggregation perform notably
worse on the idk answers than on other classes. Only the
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Figure 2. Results showing the best performing ConvKNRM,
PACRR and BERT based approach using nDCG@20 for eval-
uation.

shown PACRR model does not seem to largely effected by
these answer types.

Remaining polarities.While we see a clear trend in the
idk responses, we do not see any significant tendencies for
the other polarities. Yes, No and Other all seem to lead to sim-
ilar ranking performance. Because of different experimental
setups, it is difficult to compare these results to the findings
of our related work. Besides the distinction between answer
polarities, Krasakis et. al [9] also distinguish answer lengths.
Depending on the answer length, the answer polarity has a
different impact on ranking performance. For example, per-
formance of the No polarity improves when the answer is
longer than a simple "no". It is possible that similar trends
exist in our models, but are not visible because the results
are not fine-grained enough.

Correlation of polarities. Results indicate that fine tun-
ing _1, _2 and _3 can impact the performance but lack of
consistent improvements over all tests seems to show that
weight distribution will not guarantee improvements for all
possible answer types. This can be observed in the results for
ConvKNRM in table 1, where weighted aggregation provides
the best Yes results, while mean aggregation provides the
best idk results.

BERT: Bottom-up. The model performed best out of all
the neural models that incorporated question and answer
when testing on the idk test set. The BERT: Bottom-up model
was also the only neural model whose overall best perfor-
mance had the best performance for every individual test
set, showing more stability than other rankers. The BERT:
Bottom-up approach showed the most increase in perfor-
mance compared to the baseline when applied on Other and

idk polarities. Such an increase in both test sets is not ob-
served in other models and it shows how performance can
be improved using clarifying question and answer despite
answers having polarities that do not explicitly state affir-
mation or negation.

model pair p-value t-statistic
nDCG@20
ConvKNRM 𝑄0

vs. ConvKNRM `
0.2073 1.2612

ConvKNRM 𝑄0

vs. ConvKNRM𝒘
9.32 · 10−10 6.1512

PACRR 𝑄0

vs. PACRR `
0.5242 0.6369

BERT 𝑄0

vs. BERT BU 0.3569 0.9215

BM25
vs. BERT 𝑄0

0.0195 2.3379

BM25
vs. BERT BU 0.1700 1.3727

nDCG@1
ConvKNRM 𝑄0

vs. ConvKNRM 𝝁
2.45 · 10−12 7.0499

ConvKNRM 𝑄0

vs. ConvKNRM𝒘
2.82 · 10−16 8.2578

BERT 𝑄0

vs. BERT BU 0.0043 2.8598

Table 3. Two sided t-tests between model pairs using the
individual nDCG@20 or nDCG@20 scores per query. For
testing significance we use a significance threshold of 𝛼 =

0.01. All bold marked models are significantly better than
its comparing model. For simplicity we show the absolute
value of the t-statistics.

4.6 BM25 Results vs. Neural Models.
The BM25 baseline outperforms every other model that was
tested. This is an unexpected result that does not reflect re-
sults from previous work. We believe that there are different
layers to this phenomenon.

First, we are working with a reduced dataset for our exper-
iments as training and evaluating models on the full TREC
Web Track 09-12 collections would be infeasible. Due to
further computational constraints we reduced the 10𝑘 docu-
ments per topic to 1𝑘 documents. This leads to the fact that
multiple topics were missing facets, since facets for which no
relevant documents are available are not considered during
evaluation. This results in a considerable shift in data distri-
bution. Also the data became less complex, which we assume
to be the reason for this dramatic performance increase. As a
further sanity check we used our BM25 implementation and
performed ranking on the TREC Robust 2004 dataset [19].
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Here, we obtain an nDCG@20 score of 0.426 which is con-
sistent with the results of previous work running the same
baseline [10]. This underlines that our BM25 implementation
and evaluation pipeline is correctly implemented.

1 4 7 10 13 16 19
Epochs

0.250

0.275

0.300

0.325

0.350

0.375

0.400

0.425

nD
CG

@
20

BERT Q0
BERT Bottom-up
BERT 1D-conv
ConvKNRM w
PACRR 

Figure 3. Validation nDCG@20 scores during training.

However, this does not explain the drop in performance
of the neural ranking models, since one would assume that
the neural rankings would perform even better than BM25.
Is particularly applies because we perform the document
re-ranking and the neural rankers receive the BM25 rank-
ing as initialization. Nevertheless, we argue that the lower
performance of the neural rankers can be explained by con-
siderable overfitting. First, since we use only a fraction of the
data, it is plausible that the expressive neural ranking mod-
els overfit the few available training examples. Further, the
Qulac dataset possesses some redundancies as different per-
mutations for 𝑄0, 𝑄 and 𝐴 exist. This means the same query
𝑄0 will occur with multiple different clarifying questions 𝑄 .
The same holds for clarifying questions and answers. This
further reduces the effective variance in the data. A neural
ranking model will see often see similar input when only
one of 𝑄0, 𝑄 and 𝐴 changes.
Further evidence for over-fitting can be found in figure

3 which shows the nDCG@20 validation scores. Here we
observe that the values reach their peak in the early epochs
and then decline or stagnate. This is most noticeable in the
BERT-based rankers, which reach their best score after the
first two epochs. These are hints for overfitting behavior.
These aspects give us reason enough to be curious about
how our models would behave when trained on the entire
Qulac data set.

5 Limitations & Future work
The performance of the BM25 baseline compared to the neu-
ral models indicates that further exploration of the mod-
els using a larger dataset might provide additional insights
with more accuracy. This would make training require more
epochs to converge and is likely to generalize better.

Our results highlight the importance of finding a good
aggregation method to incorporate clarifying question and
answer into conventional neural models for ranking. The
lack of consistent improvements over all polarity tests using
different aggregation methods shows the need for more ex-
ploration into the full effects of different weight distribution
for weighted aggregation. Aggregation methods can be used
to acquire the expected input for conventional neural rankers
but a more fine grained approach with some modifications
to the neural model itself might be able to provide more
significant improvements. One approach could be turning
the weights _1, _2 and _3 into trainable parameters which
can be implicitly optimized by the relevance gradients of the
ranking loss. This could provide additional insights into the
importance of 𝑄0, 𝑄 and 𝐴 for ranking performance.

The results for BERT with bottom-up aggregation shows
that BERT can improve performance overall but more analy-
sis needs to be performed to effectively incorporate clarifying
question and answer. Taking a step back and analyzing the
BERT attention maps might provide insights that allow for
a modified variation of BERT that utilizes specialised repre-
sentations for incorporating clarifying question and answer.
Doing this might provide a model that is able to deliver more
notable improvements in performance.

6 Conclusion
With this work we have shown that mixed-initiative for
neural rankers can be enabled in a conversational search
setup without major modifications of the models themselves.
Conventional neural rankers can be extended to the conver-
sational setup by applying aggregation methods to vector
representations of the 𝑄0, 𝑄 and 𝐴 so that they match the
expected input of the models. BERT based models can be
extended by a simple bottom-up aggregation where 𝑄0, 𝑄
and 𝐴 are concatenated at token level, or by applying 1D
convolutions on BERTs [CLS] embeddings.

Clarifying questions and answers that had explicit and/or
elaborate answers like the ones classified under Yes, No or
Other polarity, showed the most amount of improvements.
However, irrelevant questions and/or answers that provided
either ambiguous or little additional information such as
the ones classified under the idk polarity, led to less perfor-
mance improvement. In some cases their inclusion even had
a negative impact on the results.

Both conventional neural rankers had similar overall per-
formance when the best performing variations of the models
were compared. When comparing the results with the base-
line, ConvKNRM had the most significant improvement in
performance after incorporating 𝑄 and 𝐴 when weighted
aggregation was used. PACRR was better at handling idk
polarity than ConvKNRM, but the results also showed that
the improvements after the integration of𝑄 and𝐴 depended
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strongly on the distribution of the weights and were overall
not significant.

We also showed that BERT based approaches can achieve
clear improvements over conventional neural rankers. The
BERT approach with bottom-up aggregation yielded slight
improvements for each type of response polarity. However,
the improved performancewas not significant enough to con-
clude that BERT is able to find a meaningful representation
of𝑄0,𝑄 and𝐴. Our results when performing 1D-convolution
for aggregating rich [CLS] embeddings provided by BERT,
was not competitive against the bottom-up aggregation ap-
proach and provided slightly worse results than the best
performing variation of ConvKNRM and PACRR. This leads
to the conclusion that this aggregation method fails to use
the additional information from 𝑄 and 𝐴 and is therefore
not able to improve ranking performance.
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